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Abstract

Sovereignty is seeing renewed relevance in the age of data in India as it has become the framework of choice in a number of data governance proposals by the Indian government. To understand the scope, import and consequences of these reassertions of sovereignty, however, it is important to unpack the nature of these claims as they have been put forward. In particular, to what extent does this type of sovereignty allow for the exercise of autonomy and choice of the Indian people? This paper will demonstrate that such assessments crucially depend on how we construct the nature of data. In most dominant discourses, data is described as a resource of some sort. However, in practice the line between our physical bodies and our virtual bodies is increasingly becoming irrelevant: data, then, emerges not so much as a resource that is simply out there, but as an extension of our bodies. In order to benefit the people of India, assertions of sovereignty in the face of data colonialism will need to take these shifting realities regarding the nature of data into account. Through an assessment of policy proposals relating to sovereignty in the realm of data and new technologies, we seek to examine to what extent policy in India does indeed recognise these new realities, and what the value of these new assertions of sovereignty for the people of India consequently is.
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1. Introduction

Constitutions like our own are means by which individuals – the Preambular ‘people of India’ – create ‘the state’, a new entity to serve their interests and be accountable to them, and transfer a part of their sovereignty to it.

– Justice Chelameswar in Puttaswamy vs. Union of India

Sovereignty, this enduring concept, is seeing renewed relevance in the age of data as it has become the framework of choice in a number of data governance proposals by the Indian government.

Such an emphasis needn’t be surprising. As Nick Couldry and Ulises Mejias (2019) have pointed out, modern forms of hegemony of big tech companies can be usefully understood through the frame of data colonialism. For a post-colonial state like India, the notion of sovereignty emerges as a potent framework to resist these new forms of colonialism.

To understand the scope, import and consequences of these reassertions of sovereignty in the face of data colonisation in practice, however, it is important to unpack the nature of these claims as they have been put forward.

Who is constructed as the body containing this sovereignty? What are the accompanying policy prospects that current assertions of data sovereignty brings? And, in particular, to what extent does this type of sovereignty allow for the exercise of autonomy and choice of the people?

This paper will demonstrate that such assessments crucially depend on how we construct the nature of data. In most dominant discourses, data is described as a resource of some sort. However, such constructions often contradict people’s experiences: as van der Ploeg (2012) has argued, in practice the line between our physical bodies and our virtual bodies is increasingly becoming irrelevant. Data, then, increasingly emerges not so much a resource that is simply out there, ready to be mined, but an extension of our bodies, even a part of it.
As the words of Justice Chelameswar that we started this paper with remind us, the people of India transferred part of their sovereignty to the state they created with the intention that this state would safeguard their interests. In order to benefit the people of India, assertions of sovereignty in the face of data colonialism will thus need to take these shifting realities regarding the nature of data into account.

In what follows, we first lay out the conceptual frameworks that animate this paper. We begin by tracing the concept of sovereignty and its historical entanglements with the realm of data and then go on to briefly lay out the debate on data colonialism within which calls for greater data sovereignty in India are often situated. We then lay out the theoretical framework of a feminist politics of data that we use to guide our analysis, focusing on the growing entanglements of data and bodies.

In the second part of the paper, we investigate how these different conceptual frameworks infuse and animate sovereignty claims in data related laws, policies and debates in India, and what light they can shed on the gains to be made for different stakeholders by such claims. We start by examining regulations and proposals around data localisation, so far one of the central policies associated with the state assertion of data sovereignty in the Indian context. We then unpack sovereignty claims to, following Cohen (2018), identify and deconstruct the legal constructs that enable such claims, as well as to assess their potential for people’s empowerment; in particular, we examine discourses around the economic value of data and around ownership of data. Finally, we conclude with an understanding of whether the proposed claim of sovereignty is consistent with the promotion of the rights of citizens.

There is no singular articulation of data sovereignty by the Indian government. However, what are available are fragments and threads found in legal and policy documents and in statements made by government officials on sovereignty in the realm of data and new technologies. To evaluate the gains to be made from assertions of sovereignty over data as currently put forward in India, we therefore study these policy proposals on sovereignty in the realm of data and new technologies. In particular, we analyse (1) policy documents explicitly using the sovereignty framework (2) policy documents that develop legal constructs that are linked to the emergence of data sovereignty claims, like
community data, and (3) statements by government officials on sovereignty. In these
articulations, sometimes technology and data are seen as a means to secure existing
sovereignty, and at other times sovereignty is seen as something to be asserted over a
new and strategically important kind of resource, that of data. In this paper, we consider
both kinds of assertions.

1.1. Sovereignty: past, present and futures

The legal concept of sovereignty dates back many centuries. Today’s dominant
contceptualisation of sovereignty as accruing to the state finds its origin in the Peace
of Westphalia treaties, when a new political order was recognised, organised around
the co-existence of sovereign states as supposed equals. This sovereignty extended
over lands, people and agents. Couture and Toupin (2019: 4) note that in the Stanford
Encyclopedia of Philosophy, Philpott identifies four ‘ingredients’ for the sovereign:

1) it possesses authority; 2) this authority is derived ‘from some mutually
acknowledged source of legitimacy’ — which can be God, a constitution or
a hereditary law; 3) this authority is supreme; and 4) this authority is over
a territory.

With changing political systems, from the rule of kings to the post-war periods, and
now to a global economy, the concept of sovereignty has evolved and has taken on new
dimensions. Yet, the link of sovereignty with territory continues to play a crucial role in
dominant articulations of sovereignty of the state in the realm of data today, whether
with regards to its external or internal aspects.

The external aspect to such sovereignty concerns, for example, changes to data flows
and efforts to subject foreign firms dealing with Indians’ data to compulsorily store
data within the country, which our analysis of data localisation in India later in this
paper will discuss in detail. The internal aspect concerns legitimacy for the state to
take decisions and ownership over the data of citizens; particular moves by the Indian
state to shore up its legitimacy in this regard will be discussed in the final sections of
this paper. Both aspects contribute to a reconfiguration of power in the assertion of
state sovereignty.
1.2. Internet as the undoing of sovereignty?

There was a time when the enduring importance of state sovereignty was in question: one of the most captivating myths in the early days of the Internet's proliferation in the nineties was that the Internet was destabilising how we understand nation states and their propensity for governance.

Among the clearest articulations of this imagination was the Declaration of the Independence of Cyberspace (Barlow, 1996). Addressing governments, the Declaration claimed that outdated legal concepts of property, expression, identity, movement, and context have no place on the cyberspace:

Governments of the Industrial World, you weary giants of flesh and steel, I come from Cyberspace, the new home of Mind. On behalf of the future, I ask you of the past to leave us alone. You are not welcome among us. You have no sovereignty where we gather.

But in hindsight, this vision of the Internet was naive. As the uses of the network have evolved and user bases have exponentially expanded, legal concepts of property, expression, identity, movement, and context have not only retained their force, but have often been strengthened in new ways, precisely because of the emergence of digital technology and its applications. These legal mechanisms and instruments are crucial means through which sovereignty in the digital age is operationalised, while sovereignty in turn is a key enabler of their enforcement.

For example, digitisation has altered profoundly not only how, but also when and how frequently identification takes place, as well as how identity is performed, imposed and negotiated, even if it can be negotiated at all (Sriraman, 2018). If in earlier times, identification was often an intentional act, biometric technologies such as facial recognition technologies now allow identification to happen covertly and without the (full) consent or understanding of the subjects involved. Moreover, the data collected from these identification systems is often designed to be shared with hardware suppliers, maintenance contractors and other private companies.
1.3. Sovereignty and the people

It is not just that the Internet has not meant the undoing of sovereignty, however; the concept of sovereignty has been adopted intentionally and incidentally by political technologists and activists working on reappropriation of technologies.

Tracing the history and meanings of alternative conceptions of sovereignty like food sovereignty, energy sovereignty, and body sovereignty, Couture and Toupin (2019) explain how sovereignty has found use in different movements to reclaim autonomy and self-determination over resources and one's own body. Without defining technological sovereignty, they note that in recent years, the concept of sovereignty has also been used to broadly denote forms of independence, control and autonomy over digital infrastructures, technologies and contents. Thus, in addition to the conceptions of sovereignty discussed above, they also identify technological sovereignty as defined in social movements, by indigenous peoples, and with regards to individuals.

Whether the focus is on the collective or the individual, in each of these cases sovereignty is reclaimed and asserted as a claim to authority and the legitimate exercise of power, often to further self-determination and in direct challenge to the hegemonic power of the state and/or private actors.

1.4. The colonial roots of sovereignty

What the above discussion points to, then, is that sovereignty is a norm and an ideal, as much as a concept (Bonilla, 2017). Yet, seeing the deep entanglement between empire and sovereignty, caution is advised against any uncritical adoption of sovereignty assertions as liberating. Since sovereignty has been used to defend colonialism by the colonisers, it is important to ask under what conditions it becomes possible to reclaim sovereignty despite these violent roots.

For post-colonial states, these difficulties have become evident as they found soon after independence that the promise of equality among states that the Westphalian
order entailed in practice was a myth: instead, they found that differences such as
those between citizens and subjects, occupation and settlement, which sovereignty
had generated during colonial times, were already firmly inscribed in the landscape
of international law (Bonilla, 2017).

But similar concerns apply wherever articulations of sovereignty can be found. Thus, our
starting point in assessing any claims to sovereignty will need to be to ask questions about
the knowledge production on sovereignty itself: ‘who defines technological sovereignty
and related concepts and for which purposes?’ (Couture and Toupin, 2019: 5).

2. Sovereignty and data colonialism

This question gains particular importance as in the Indian context, the concept of
data sovereignty often comes up in contradistinction to ideas of data colonisation,
which in turn have emerged against the backdrop of global debates on the ownership
of data. In particular, as private companies’ free reign over the data of their users
began to threaten the rights of people across the world, questions were increasingly
also raised about whom the economic enrichment from data accrued to and about the
potential for interference by these companies into collective internal matters such as
elections. Thus, the growing dominance of foreign big tech companies has led both
some key Indian tech entrepreneurs as well as members of the government to cry foul
about data colonisation (see e.g. PTI, 2018; Goenka et al, 2019).

And indeed, as Couldry and Mejias (2019) have argued, data colonialism is a useful
frame to understand such modern forms of hegemony of big tech companies. At the
heart of data colonialism, they argue, are data relations, a ‘new type of human relations
which enable the extraction of data for commodification’ (337), thus ‘normalising the
exploitation of human beings through data’ (336). At present, it is this new type of
appropriation that drives capitalism, ‘at every point in space where people or things are
attached to today’s infrastructures of connection’ (337). The result is the slow emergence
of a new form of capitalism, which is centred around the capitalisation of all aspects
of human life, even the most intimate ones, through data.
As Couldry and Meijas (2019) explain, data colonialism presents a number of important parallels with historic colonialism, some of which have particular relevance for our investigation. First of all, as we will examine in more detail in the next section, dominant discourses today frequently construct data that has actual or potential relevance to people as a resource that is simply ‘out there’, up for grabs. As Cohen (2018) has noted, this naturalises the collection of data in ways that have strong parallels with the construction by colonial powers of faraway lands that were clearly inhabited as ‘terra nullius’ or ‘no man’s land’, legitimising their exploitation without legal intervention (see also Bonilla, 2017).

In addition, Couldry and Meijas (2019) argue, however, such constructions of data hide from view that for such data to exist and for its capture to become a possibility, ‘the flow of everyday life must be reconfigured and represented in a form that enables its capture as data’ (339; see also Cohen, 2018). This ‘redefinition of social relations so that dispossession came to seem natural’ (Couldry and Meijas, 2019: 4) forms another important parallel with historic colonialism. The big private players in the digital economy, including the social media platforms that so many of us use every day, play a fundamental role in facilitating this transformation of not only our economies, but our lives. To the extent that the state facilitates these practices, it becomes complicit in this dispossession.

Any challenge to data colonialism today can, then, only be effective to the extent that it challenges these underlying rationalities (Couldry and Meijas, 2019). And at first sight there might seem reason to hope that the assertion of Indian sovereignty in the face of data colonisation will indeed lead to increasing autonomy and freedom for the people who have constituted to sovereign state. ‘To avoid data colonisation and allow for genuine empowerment, people must control the data they generate,’ Nandan Nilekani, former Chairman of the Unique Identity Authority of India and co-founder of Infosys, has, for example, written (Nilekani, 2017).

But there is an added complication here: around the world, and in an important difference with historic colonialism, the elite agents of data colonialism target the populations of their home countries as much as they work externally. Moreover, such
corporations are frequently framed as the only actors that actually have the power and capacity to engage in the processes of data collection, storage, and analysis, while society is portrayed as somehow naturally benefiting from them, in a vein reminiscent of the ‘civilisational’ project that historic colonialism claimed to represent (Couldry and Meijas, 2019).

And so the question here arises: what drives Indian assertions of data sovereignty? Are they aimed to further first and foremost its legitimate, geopolitical ambitions to finally take up its place as an equal in the community of nations? Or do they intend to facilitate genuine data decolonisation? Framed slightly differently: what reconfigurations of power and control are made possible by such claims? Who, ultimately, benefits?

3. Bodies and data

Before we dig into these questions more deeply, one more aspect of this theoretical framework needs to be further expanded upon. What makes possible the construction of data with actual or potential relevance to people as a resource that is simply ‘out there?’

In the policy proposals we examine in the following sections, the dominant conceptual and metaphorical understandings construct data indeed as a resource that is simply out there, and thus up for grabs and ready to be mined. We argue that it is the erasure of the connection between data and people’s bodies that is at the heart of this move. During historic colonialism, the construction of faraway lands as ‘terra nullius’ required the erasure of the bodies of the people who inhabited those lands – either physically, or by ignoring their traditions of occupancy and use. Today, it is the erasure of the close connections between data and our bodies and selfhood that facilitates the construction of data as a resource.

3.1. The construction of data as a resource

Such understandings are not new: their origins can be traced to the discipline of cybernetics, in which these constructions of data have been dominant since at least
the late 1940s. Data, such dominant constructions maintained, is a layer of information that somehow penetrates everything, yet that can exist independently from the medium carrying it (Hayles, 1999). It is in this way that data or information has come to be thought of as both dematerialised and disembodied, and as easily and unproblematically transferable from one medium to the next.

Moreover, this seemingly independent layer of information has been accorded with enormous power: it has come to be seen as the ultimate truth teller, somehow more accurate, more objective, more representative than what has ever come before of how we, how things really are – raw data as ‘one’s very nature exposed’ (Grinberg, 2017).

Much of today’s dataveillance, too, is informed by such understandings of data. Rather than targeting our bodies and selves in their totality, as surveillance did in earlier eras, surveillance now takes the form of capturing purportedly disembodied information flows about our bodies and its actions (Haggerty and Ericson, 2000).

If dataveillance has become so pervasive, its portrayal as disembodied has made an important contribution to this: it has made dataveillance somehow seem more innocuous than earlier forms of surveillance. In addition, surveillance now takes a more dispersed, fragmented form than was the case before, making it more and more difficult to pinpoint harms. The purpose of surveillance today remains the same as before: to direct or govern our actions. But as we are no longer subject to the same gaze and as context disappears from view since disembodied data points become the focus, how we will be treated or how likely we will be to receive discipline and punishment or reward will now depend on which boxes we have been slotted into from the outset (Haggerty and Ericson, 2000).

### 3.2. Data and the social

What disembodied constructions of data lose sight of, then, is that technology and data extraction are closely tied up in power relations – and this is particularly evident where data of actual or potential relevance to people is concerned. If the bodies that generate data do not exist outside of the social world (as evidenced, for example, by the fact that we do not treat all bodies equally even if we should), neither does data itself
Decisions about what to include and what to ignore at the design level, what to pay attention to and what to disregard during data collection and analysis, always involve processes of interpretation.

In fact, even facets of life that we often take to be ‘natural’ and reproduce in technologies through categorisation and naturalisation, such as gender and race, do not reflect ‘base facts’ of human nature, but rather continuing assumptions about the nature of society and social relations (Glabau, 2019). ‘Raw data’ is a myth.

In addition, even large data sets can be full of errors and gaps, only amplifying the harms when interpretation of the data happens without those doing the interpretation acknowledging their own biases or those that shape the data sample as such (O’Neil, 2016). Contrary to the cybernetic imaginary, context all too often matters: when our bodies and its actions become datafied, this doesn’t expose all of us equally, because not all of us are equally vulnerable. For example, while many people might not see any harm in linking their Aadhaar numbers with their health information, there were reports of people dropping out of their HIV antiretroviral treatment after Aadhaar began to be linked to HIV patient identity cards (Rao, 2016).

These shifts are particularly challenging for those already vulnerable, as unless biases are addressed consciously, such efforts are likely to lead to the reproduction, and possibly even deepening of inequalities. At the same time, the opaqueness of most such exercises complicates challenging them.

3.3. Data and bodies, data as bodies

The point here is not merely, however, that data is social too. As van der Ploeg (2012) has argued, as even the most intimate aspects of our lives become subject to datafication, an even more fundamental shift is taking place: the distinction between our physical bodies and our data bodies is becoming increasingly irrelevant.

For example, in India, reports have highlighted instances where people have not been able to access the rations they are legally entitled to because the authentication of their
finger prints, stored under India’s unique ID or Aadhaar, which is mandatory to access rations, failed – sometimes with starvation deaths as a result (Johari, 2018). Under the Aadhaar (Targeted Delivery of Financial and other Subsidies, benefits and services) Act, 2016, the denial of financial benefits because of failure authentication failures is not allowed; yet, in practice, such instances continue to occur.

What these point to is a paradigmatic shift in the conceptualisation of our bodies: as decisions based on our data bodies have such far-reaching consequences for our physical bodies, even to the extent of being matters of life and death, data emerges not merely as a reflection of our bodies, but as an extension of it – not as an independent layer, but as an integral part.

For the protection of our rights in the digital age, an understanding of this paradigmatic shift has profound implications. For example, where data emerges as an extension of our body, the harms of misuse of such data might in some cases be better seen as violations of bodily integrity than as data protection violations. If the sovereign state is to continue to safeguard the interests of the people who created it, it is therefore essential that it takes these shifting realities regarding the nature of data into account.

To what extent is this the case to in the Indian context? In the following sections, we examine policy documents and debates in India that use a sovereignty framework for data or digital technologies to start answering this question.

4. Sovereignty through data localisation

As noted above, the link with territory continues to play a crucial role in the articulations of sovereignty in the realm of data today. Within the many policy documents regarding data governance that are currently under discussion in India, one crucial mechanism that has emerged as a proposed way to assert data sovereignty exemplifies this: that is data localisation. Although broader definitions are in circulation, following Bailey and Parsheera (2018), we will understand data localisation as referring to ‘mandatory
requirements of local storage of data', whether exclusively or in the form of mirror data copies, thus fundamentally steering, and altering, data flows.

At present, India already has data localisation requirements in a number of sectoral policies, including for payment systems data (Reserve Bank of India, 2018), subscriber data in the broadcasting sector (Department of Industrial Policy and Promotion, 2017), and insurance policy-holder data (Insurance Regulatory and Development Authority of India, 2017).

Moreover, over the past two years, proposals for comprehensive data localisation have also been put forward, in the Draft Personal Data Protection Bill (Committee of Experts, 2018) and the draft National E-commerce Policy (Department of Industrial Policy and Promotion, 2019), in addition to further sectoral requirements in the draft E-pharmacy Regulations (Department of Health and Family Welfare, 2018). In some cases, provisions have been included to allow for the conditional lifting of cross-border restrictions of data transfer.

Broad-sweep data localisation proposals, in particular, have not been without controversy; yet critical appraisals seem to have had an impact: recent reports indicate that the blanket localisation requirements in these proposals are being reconsidered (PTI, 2019).

These criticisms should not come as a surprise. After all, by reorganising data flows to gain greater control over them, broad-sweep data localisation proposals illustrate the profound reconfiguration of power that the assertion of state sovereignty in both its external and internal aspects can entail.

Particularly important for our discussion is that in doing so, data localisation proposals also already recognise, even if implicitly, that the dividing line between our physical bodies and our virtual bodies is becoming irrelevant: after all, the aim of these policies generally is not merely to gain control over data as something that is ‘out there’ but also as a means through which to control – or protect, depending on your perspective – the physical bodies of people, including by the state. In fact, sometimes the phrase ‘data residency’ is used rather than ‘data localisation’, emphasising the need to ensure that the residency of data is the same as the residency of the person that data connects to.
The question that then emerges is: to what extent will this reterritorialization of their data benefit citizens and restore their autonomy?

As confirmed in the Puttaswamy judgement (2017), sovereignty lies with the people, a part of which is vested in the different apparatuses of the state. But data localisation proposals seem to see the container of sovereignty somewhat differently. Consider the following paragraph in the Personal Data Protection report drafted by the Shrikrishna Committee:

So was the concept of the nation state bounded by territory and based on the principle of national sovereignty in the 17th century. If the unit in which sovereignty is vested and exercised is the nation state, it is inevitable that a movement towards making the nation state the central actor in Internet governance will emerge. There is no principled or practical reason to believe that the very fact of local storage or restriction to local processing itself will make the digital economy any less free or fair. On the contrary, it will ensure more effective enforcement of substantive obligations that are directed towards these objectives. It will be free and fair, but possibly different from the Internet we have today.

What are the substantive obligations that data localisation policies seek to address? In a research study on data localisation in India that is in fact subtitled ‘Unpacking Policy Measures for Sovereign Control of Data’, Basu, Hickok and Chawla (2019) have grouped the objectives of such measures into four categories: 1) enabling innovation; 2) improving cybersecurity and privacy; 3) enhancing national security; and 4) protecting against foreign surveillance. Bailey and Parsheera (2018) distinguish three sets of arguments: 1) those related to civil liberties; 2) those concerning government functions; and 3) those regarding economic development.

User interests, thus, do figure among the arguments presented in favour of data localisation. For example, a common argument for sectoral data localisation is that certain kinds of data – such as health data and finance data – require higher degrees of safeguards. This recognition is encouraging. But important new challenges that have emerged in the digital age remain unacknowledged. Thus, health data is no longer
limited to the data that lives within files of hospitals. Interpretations from so many different varieties of data end up as health data, living far away from hospitals. Data gathered by smart watches of heartbeats, searches about conditions, states of mind derived from browsing history etc. are equally, if not more, sensitive data about health. Inevitably, any identification of health-related data therefore is bound to leave out some or the other sources of data. As elsewhere in the world, nothing in India’s existing or currently proposed data governance related policies, however, acknowledges, let alone addresses, these realities.

Moreover, in addition to only providing half-hearted protection, the autonomy and choice of individuals are under question if data localisation proposals become a reality. Because not all Internet services will shift their infrastructure to relocate their data within Indian borders, a smaller selection of services will be available for use for Indians. Any discretion about the privacy and security of data that could have been exercised by individuals in making a choice about where to locate their data will no longer be available.

The consequences of this loss of choice and autonomy are far-reaching and go well beyond the question of where to locate one’s data as such. With our bodies increasingly translated into data that is processed to determine at a distance who we are and how we should be treated, they ‘become amenable to forms of analysis and categorisation in ways not possible before’ by a multitude of actors, without us even having to even be physically present (van der Ploeg, 2012: 177). And as we outlined earlier, in such processes of deciding on our access to resources, services and power, information about our bodies is increasingly privileged over the presence of our physical bodies. Under these conditions, measures like blanket data localisation are not merely about losing control over where to locate one’s data, but about the state, and possibly select domestic private parties, gaining an unprecedented level of access over the bodies of Indian citizens, their actions and behaviour, without any escape being possible.

In its current form, India’s draft Personal Data Protection Bill, released in 2018, seems to do more to provide companies with a framework to collect, store and process personal
data than it does to protect users’ rights (Concerned People, 2018; Internet Democracy Project, 2018). But even a perfect Data Protection Bill would not be enough to address this problem comprehensively, since it goes much deeper. As van der Ploeg (2012: 180) has pointed out, ‘we have very different regimes for protecting bodies and for protecting information from unjustified access and intrusion, however “personal” that information may be’. When the close connections between our bodies and our data are brought back into the picture, the far-reaching consequences of data localisation thus come into stark relief.

For example, doing so reminds us that data localisation makes possible intrusions in and manipulations of our bodies in hitherto unimaginable manners against we have little or no legal protection at the moment. It also foregrounds for consideration that data localisation in practice might entail a restriction on our freedom of movement that, in the current legal landscape, outweighs any possible gains in the protection of other rights. All of these affect our freedom, agency and autonomy in unprecedented ways. Such concerns are not reflected, however, in discussions around data localisation today. Instead, studies such as those by Basu et. al, (2019) and Bailey and Parsheera (2018) as well as the relevant policies and proposals themselves, confirm that much of the rhetoric around the objectives relating to economic development and innovation in particular continues to support understanding of data as a resource.

This is exemplified by proposals in the draft National e-Commerce Policy to store data of Indian citizens within the country to make it available for Indian companies. As we (Internet Democracy Project, 2019) have pointed out in an analysis of the draft Policy elsewhere:

In the name of enabling the country to benefit from rapid digitalization of the economy, the policy enables large scale extraction of data, while imagining frameworks like that of data protection to be models that legitimise such extraction instead of protecting against them.

A more detailed analysis of the construction of data in the draft National e-Commerce Policy will follow in the next section of this paper.
Moreover, if such proposals have emanated from the government, the drive towards data localisation by state institutions is further supported by important sections of India’s tech-based industry (Mandavia, 2019). Some of these have appropriated the frame of data colonialism to promote such proposals, and through them, their own interests. For example, Reliance Jio, the biggest telecom service provider in the country, is owned by Mukhesh Ambani, one of the richest industrialists in India, who is using the banner of data colonisation against foreign companies, to support data localisation. Incidentally, the Reliance empire also has data centre infrastructure and is partnering with Microsoft to build cloud infrastructure in India (Aggarwal, 2019) as well as collecting and analysing data on its own customers (Bhatia, 2017; ET Telecom, 2019). In addition, Reliance Jio has gone on record to state that it believes Indian law enforcement should have full access to the data of Indian users, including sensitive data and decryption keys (Sathe, 2019).

There is of course nothing wrong with a company trying to make a profit as such. But it is important to remember here that businesses such as Reliance play a key role in the reconfiguration of even the most intimate aspects of our daily lives into data that can be tracked, captured, sorted, and valued by capital, as well as benefiting from this transformation themselves directly (Couldry and Meijas, 2019; Zuboff, 2019; on Reliance Jio specifically, see Bhatia, 2017).

As noted earlier, data colonialism today is not only directed towards those outside of the territorial boundaries of the state. The close entanglements, and revolving door, between government and key industry players in the development of digital India has earlier come up for scrutiny and criticism in the context of the Aadhaar project (Thaker, 2018). As close proximity to government puts these companies in an excellent position to influence both ideological discourses and material practices, such entanglements deserve to be watched for equally closely where debates around data localisation are concerned.

For now, for the citizens of Indian, data localisation seems to merely entail a transfer of power to domestic elites. While this might indeed contribute to strengthening India’s profile and power in the community of nations, not an undesirable goal in itself, it does relatively little to return sovereignty to the people. Neither are the underlying
rationalities of surveillance capitalism challenged in law and policy, nor are strong rights protections that centre the link between Indians’ data and their bodies and selfhood emerging. As long as this is the case, the protection of Indian citizens’ health-related and other data will remain half-hearted at best even with data localisation, with far-reaching consequences for the freedom and autonomy of the bodies and selves that transferred part of their sovereignty to constitute the Indian state.

5. Enabling the construction of data as a resource

As noted above, in the production of the claim of Indian data sovereignty, constructions of data as a resource continue to be dominant. For this resource extraction that is at the heart of surveillance capitalism to have become possible, enabling legal constructs had to be created. Cohen (2018) identifies and names the ‘biopolitical public domain’ as this construct. She defines it as

a repository of raw materials that are there for the taking and that are framed as inputs to particular types of productive activity. The raw materials consist of information identifying or relating to people, and the public domain made up of those materials is biopolitical — rather than, say, personal or informational — because the productive activities that it frames as desirable are activities that involve the description, processing, and management of populations, with consequences that are productive, distributive, and epistemological (2).

In Indian law and policy proposals, two tools are of particular importance when constructing the biopolitical public domain of ‘raw data’ over which data sovereignty claims are sought to be asserted: a strong emphasis on the economic value of data at the expense of other concerns, and the particular resolution of questions of ownership that the Indian government is proposing. Both contribute to the erasure of our bodies from the data governance discourse. We examine each in turn below.

5.1. The economic value of data

Data sovereignty claims in India have constructed data as a primarily economic resource to be used in the service of economic enrichment of the country. India is seen as one
of the last ‘untapped’ markets of data: that is, there are large sections of the population who are unconnected or are new users of the Internet, and the accumulation of these people as users can lead to collection of their data, and is seen as one of the ways that companies can consolidate market share in a large way. The economic value of data is, thus, central to these debates, and while other concerns may be paid lip service to, in practice they are subordinated to these financial considerations. Data sovereignty is centrally one of the ways in which an effort is being made to lay claim over the data of Indians and its value.

Let us examine in more detail how this is done in practice.

5.1.1. Generation of data as natural, inevitable and desirable

Data is presupposed as being generated in ever-larger volumes. This might be true, but as we noted above, this is not a naturally occurring phenomenon that is an inevitable factor of developments in technology, but in fact a result of a market where there is both demand for more data and a promise of development from this data. However, within Indian policy documents and proposal, the availability of increasing amounts of data is framed as an unquestionable state of affairs, and business models to monetise this data are then framed as an imperative.

Consider, for example, the following from the Economic Survey 2018–2019, published by the Ministry of Finance, Government of India.ii The Survey has an entire chapter devoted to data, encouragingly titled ‘Data “Of the People, By the People, For the People”’. The chapter constructs personal data as being consensually shared:

Put differently, people produce data about themselves and store this data on public and private servers, every day, of their own accord (79).

But this is a misrepresentation. The digital economy is plagued by issues of consent, and the lack of understanding and meaningful consent to the storage and processing of data is a well-known fact. Cohen (2018), in fact, argues that consent has been left with such little work to do that it now merely functions as a ‘status that attaches at the moment of marketplace entry’. Personal agency has little to do with this, as the architecture of our
daily lives has been intensely transformed to facilitate and encourage the production of data at every step.

The Economic Survey 2018–2019 further argues that:

the surfeit of data and a limitless capacity to store it is of no use unless one can make sense of these colossal quantities of data in a reasonable time. Fortunately, human and technical capital to process data has evolved in parallel to the data inundation (79).

But capital to process data, and the technical skills surrounding it, are not factors that come into being post the fact of generation of data; they are drivers of the generation itself. The surfeit of data is not without impetus from intentional sources, like capital or technological solutionism.

The Draft National e-Commerce Policy, released by the Department for Promotion of Industry and Internal Trade in February 2019 and subtitled ‘India’s Data for India’s Development’, confirms, ‘electronic commerce and data are emerging as key enablers and critical determinants of India’s growth and economic development’ (5). It further adds:

There has been an unprecedented explosion in the volume of data generated during a commercial activity or a non-commercial activity (social media, climate data, health data, etc.) over the Internet...

Creating economic benefits from data, that is, monetisation of data, is an important business model adopted by many corporations to generate profits by analysing, processing and utilising data (11).

It is correct that one of the most popular ways of monetising personal data on the Internet is through targeted advertising on search engines, social media and applications. But this is a business model that has not only thrived in the digital economy, it has also reduced space for traditional business models, and has increasingly come to be seen as damaging to the use of the Internet. None of these criticisms receive attention in the draft Policy.

The construction of data as being out there and available in ever-increasing volumes, and its naturalisation of being a productive factor in the economy are threads that
are thus strongly present in policy documents. Claims such as those discussed above overlook that the generation of data in increasing volumes is neither inevitable not natural, nor is its commercialisation necessarily desirable.

5.1.2. State facilitation of data extraction for private profits

After the construction of data as raw material available for the obvious purpose of economic enrichment, the draft National e-Commerce Policy, in fact, seems to actively encourage the problematic dominant business models that are built around extraction in order to shape behavioural modifications and that are at the heart of what Shoshana Zuboff (2019) has labelled ‘surveillance capitalism’, a form of capitalism in which companies are effectively making profits by taking bets on people’s future behaviour. In a section titled ‘The most critical factor in success of an enterprise’, the draft Policy approvingly states:

The individual’s profile can be used for a variety of commercial purposes, such as precision marketing, targeted advertisements and credit worthiness assessments. The history of browsing and search by consumers also generates rich information on consumer preferences and, at times, their potential purchasing power. By tracking the search and browsing histories, online retail websites are able to target consumers with tailor-made marketing content. Companies with maximum access to data about consumers stand to make windfall profits from leveraging this through targeted advertising and product development (12).

Evidence of the problems with these practices is, however, growing (see also Zuboff, 2019). For example, complaints about the advertising industry by researchers in the United Kingdom led to the publication of a report by the Information Commissioner of the UK, which reinforced what has been known about the online advertising industry: that detailed profiles about individuals are traded between hundreds of organisations, without the knowledge of the data subjects (Information Commissioner’s Office, 2019). ‘Behavioural advertising is out of control, warns UK watchdog,’ reads a TechCrunch article on the ICO’s findings (Lomas, 2019). While still conservative, one of the next steps that the ICO sees is an ‘industry review’ in the near future.
And yet, this same business model is one of the ways that the draft National e-Commerce Policy sees as a way of achieving economic enrichment. Elsewhere it notes in the same optimistic vein:

Data is the basis on which online advertisements are tailored and consumer preferences are gauged. During the last decade a further evolution has taken place. Big data and the use of Artificial Intelligence (AI) thereon have taken data crunching to the level of ‘deep learning’, which is automated problem solving through neural network layers. Image recognition, facial recognition software, self-driving cars, which were earlier seen as works of science fiction are now reality (11).

The precarious but unsuccessful balancing act between user rights and the promotion of data as an economic resource can be found in other government documents as well. For example, the National Digital Communications Policy of 2018, issued by the Department of Telecommunications, includes among its missions:

To secure the interests of citizens and safeguard the digital sovereignty of India with a focus on ensuring individual autonomy and choice, data ownership, privacy and security; while recognising data as a crucial economic resource (5).

But if data sovereignty indeed intends to allow individuals to exercise autonomy and take at least some amount of control back, then a reform of the dominant business models and not their celebration is merited, even if the economic value of data continues to be explored.

At the moment, dominant discourses in India’s policy landscape seem to be limited to rallying against foreign entities gathering the data of Indians, while stewarding and encouraging the extraction of the same data by Indian firms. The questioning of data colonialism’s underlying rationalities that is essential to further the rights of Indian citizens in a substantive manner, and to thus protect their bodies and selves, not merely their ‘data’, remains absent.

5.2. Ownership of data and sovereignty

Notions of ownership of data and property also animate policy debates around data in India to a significant extent. Both government documents such as the draft National
e-Commerce Policy and titans of industry such as Mukesh Ambani emphasise that Indians should be able to take ownership over their own data (PTI, 2018).

However, the paradigm of ownership in the context of data, too, does little to challenge the rationalities that underlie data colonialism, while continuing the myth that data is always at a remove from our bodies and personhood.

5.2.1. Ownership and the individual

As noted earlier, consent has limited value when the terms of the architecture of data generation, collection and storage are not open for debate or criticism or overhaul (Cohen, 2018). The paradigm of ownership, too, only provides limited control if the parameters of the market in which it has to operate are already established. In particular, within this market, much of our data has value not on its own, but when combined with data points from a large number of other people. Moreover, based on the analysis of such large, aggregated data sets, inferences may be made about us even if our own data is not included in the original data set (Haggerty and Ericson, 2000; Tisné, 2018; van der Ploeg, 2012; Zuboff, 2019). Having ownership over our data will not stop this from happening.

Bringing bodies back into the debate can once again further elucidate what is at stake here. In democratic societies, questions of human dignity and bodily integrity have never been reduced to questions of ‘ownership’. Thus, Indian laws make it impossible, for example, to sell yourself into slavery even if you want to. While private property might be protected, ultimately the values of freedom, agency and dignity gain primacy.

In a similar vein, protecting our freedom, agency and dignity in the digital age requires that our data is not merely reduced to a resource that we can trade in a deeply asymmetrical market in which we hardly have any power. As Tisné (2018) has argued, in this context, a far more substantive protection of data-related rights is needed. Although developing this in more detail is beyond the scope of this paper, bringing our bodies back into the picture highlights the importance of values beyond ownership to
be highlighted in such a bill of rights, and can, thus, be a useful starting point to help elucidate what these substantive rights should consist of.

5.2.2. Ownership and community data

Questions of ownership of data do not only figure in debates about individual users, however. In 2018, the government-constituted Committee of Experts under the Chairmanship of Justice B.N. Srikrishna released a draft Personal Data Protection Bill, as well as an accompanying report titled ‘A Free and Fair Digital Economy: Protecting Privacy, Empowering Indians’. This report articulated for the first time a new category of data, called ‘community data.’

In relation to data fiduciaries, there is an emerging need to recognise a new category of information as community data. This is information that is valuable owing to inputs from the community, which might require protection in addition to individuals’ personal data (24).

This new category of data is said to relate to a ‘group dimension of privacy;’ at the same time, it also creates a space of dispersed ownership by saying that ownership is difficult to ascertain.

It is a body of data that has been sourced from multiple individuals, over which a juristic entity may exercise rights. Such data is akin to a common natural resource, where ownership is difficult to ascertain due to its diffused nature across several individual entities. It is relevant for understanding public behaviour, preferences and making decisions for the benefit of the community (45).

Deploying ‘community’ in a very loose manner, the report distinguishes community data from big data sets depending on the degree of involvement of ‘the larger community’ in building the dataset. It gives the example of the data gathered by products of private companies like Google Maps as an example of community data. Two issues are recognised with such data collection:

Though these services are incredibly useful, two concerns arise. First, an individual’s sharing of her personal data (such as current location) may lead to the sharing of similar personal data of her spouse, friends or family, without
their consent. Second, juristic entities make use of Big Data and can identify patterns of behaviour. This can have spill-over effects on the entire community as decisions may be taken on the basis of such patterns. Thus, community data may deserve protection (46).

The vision for higher protection is laid out in more detail to include class action remedies for data breaches involving community data, where the harm is social and systemic. This is a potentially important step in moving from a western liberal individual framework of privacy that does not have much room for both the value as well as the harms that can accrue from the aggregation of data.

But the evolution of the concept of ‘community data’ in other policy documents, such as the draft National e-Commerce Policy, is, unfortunately, concerning. The draft Policy follows a trend in recent technology policymaking where the concept of community or the commons is used strategically in the realm of the digital to create a vacuum of ownership, which is then followed by such ownership being asserted by the government.

Thus, the draft Policy starts by invoking Indian citizens only to help contrast and distinguish the claims of foreign entities. Once that is achieved, the ownership over this data is subsumed by the state theoretically, and by the government in practical terms.

India and its citizens have a sovereign right to their data. This right cannot be extended to non-Indians (the same way that non-Indians do not have any prima-facie right or claim to, say, an Indian coal mine). This understanding flows from the acknowledgement that data about an Indian, is his/her own. Even after anonymization, the interests of the individual cannot be completely separated from the derivatives that may be obtained by analysing and drawing inferences from a certain set of data. Data can, therefore, best be likened to a societal ‘commons.’ (14)

The draft Policy then continues to argue that rights are ‘permitted’ over this resource that the government holds in trust, thus making rights secondary to the government setting priorities for the data:

The data of a country, therefore, is best thought of a collective resource, a national asset, that the government holds in trust, but rights to which can be permitted. The analogy of a mine of natural resource or spectrum works here… (14)
National data of various forms is a national resource that should be equitably accessed by all Indians. The same way that non-Indians do not have access to the national resources on the same footing as Indians, non-Indians do not have equal rights to access Indian data. However, access to it can be negotiated, in national interest. Thus, the e-commerce policy is about how best to exploit this national resource, for maximizing growth and for delivering greatest benefits to all sections of society (15).

Even as community data forms a large part of the policy, it is not defined. But what is specified is how it may be used by the government and private parties in the name of public good. Without definitions, an understanding of how to grapple with competing interests of different communities, and the fact that data can simultaneously be personal data as well as community data, the category only serves to create a class of data over which individual claims for data protection can be weakened.

The e-commerce policy also sidesteps defining public interest, while it is a concept running through the entire document as justification. Public interest is used as a justification to allow for commercial exploitation of this data. This in effect gives no tools for arriving at workable definitions of emergent or existing communities, nor does it define public interest in a way that can guide arriving at these definitions.

Suitable framework will be developed for sharing of community data that serves larger public interest (subject to addressing privacy-related issues) with start-ups and firms. The larger public interest or public good is an evolving concept. The implementation of this shall be undertaken by a ‘data authority’ to be established for this purpose (17).

Recently, the Ministry of Electronics and Information Technology (Meity) has formed a new Committee of Experts to come up with a governance framework for ‘non-personal’ and ‘community’ data (Agarwal, 2019). The committee is headed by Infosys co-founder Kris Gopalakrishnan, creating alarming conflicts of interest.

- **Community control over data or indigenous data sovereignty**
The draft e-commerce policy lists examples of where there is a reclaiming of control over data. Among these are the Maori Data Sovereignty Network, Project Decode in...
Barcelona and Amsterdam and First Nations Information Governance Centre. But these examples are both ideologically and practically different from what the draft policy suggests. The starting point for indigenous data sovereignty is an understanding of who comprises the community. This baseline understanding is missing in the government’s proposal and weakens the case for community data.

Indigenous communities in many parts of the world have used data as a strategic resource for self-determination and self-governance. This framework has emerged from demands for control over their own data. Moreover, this has not emerged as simply a grab of data about indigenous peoples but reflects a more intentional engagement with data, that includes the understanding that the usefulness of data depends on other factors:

Reliance on data that do not reflect tribal needs, priorities, and self-conceptions threatens tribal self-determination. Tribal data sovereignty through governance of data on indigenous populations is long overdue. (Rainie, Schultz, Briggs, Riggs & Palmanteer-Holder, 2017)

One question this engenders is how the benefits from data aggregation and processing should be distributed. When we speak about the larger public good, what exactly is the constitution of the public? There are honest attempts at solving these. However, the co-option of indigenous data sovereignty, community data and such concepts does not look promising in the Indian context.

• Problems with the commons not recognised

This is also true because these proposals disregard that the commons has never been without its problems in the Indian context, as elsewhere. From public space to wells of drinking water, the commons are spaces where there is exclusion on the basis of caste, and to an extent gender and other barriers (Nath, 2019). Even where there are no clear lines of discrimination, there are competing interests over the commons.

Without surfacing these complexities, what community data serves to do is become a category where the ownership is somewhat dispersed, the outline of who forms a community and how decisions over it can be taken is absent, and room is essentially
created for other manners of claims to be asserted: those from the state and from the private sector, as well as possibly from other powerful actors within this ‘community’.

We see time and again that profit motivations of private companies, motivations for control by the government, or even individual preferences for values like convenience can be harmful to the rights of citizens. For example, changes to the law on Aadhaar have consistently been driven by increases in business use cases of the data, while instances of exclusion are ignored as ‘edgecases’ to be ironed out. The use of the community data paradigm in the Indian context so far unfortunately seems to hold little promise that within this context, control over data relevant to them will be devolved to historically marginalised communities within the country to improve the protection of their freedom, autonomy and dignity in the age of datafication. Instead, the concept of community data seems to be foregrounded to make available ever more data in the service of the ‘national interest’, and to assert sovereignty to further geopolitical aspirations of global dominance rather than the freedom and autonomy of all the communities that make up the Indian people.

**Conclusion**

In this paper, we sought to understand to what extent assertions of data sovereignty in the Indian context might be able to contribute to substantively promote the rights of Indian citizens in the digital age. We asked who defines data sovereignty in the Indian context and what reconfigurations of power and control are made possible by such claims.

As this paper has illustrated, data sovereignty in India is a vision created and asserted by arms of the government, with support from select sections of India’s tech industry, and imagines the state as the vessel of such sovereignty. Legal constructs and normative understandings that are entangled with this proposed vision for sovereignty treat data as an abundant resource, ideal for exploitation by the market. While individual privacy and autonomy of citizens do find mention in policy documents envisioning data sovereignty, they are not fleshed out, or are seen as secondary to larger collective
agendas like economic enrichment, the terms of which are defined by the state, often in close conjunction with powerful private actors.

By promoting such visions, the government and industry do little to undermine the underlying rationalities of the data colonialism that they at times claim to be responding to. Rather, the portrayal of data as a resource, the emphasis on its economic value at the expense of other considerations, and the centrality of the notion of ownership (rather than say dignity, freedom, and/or integrity) are all legal constructs that further enable the structural perpetuation of such data colonialism of the Indian people, however now by Indian entities instead of foreign ones.

Ultimately, by increasing India’s economic prowess, such policies might indeed contribute to the country’s weight in the community of nations, the structure of which itself continues to be profoundly influenced by the legacy of colonialism. But by continuing to perpetuate the erasure of our bodies and selfhoods from debates about data governance, they do little to substantially further the autonomy, freedom and dignity of the Indian people in the digital age.

Instead, executive arms of governments in power, and private companies that are cooperating with the government in the collection and processing of data, are emboldened in taking far-reaching decisions about data of Indian citizens, and in the process, about their physical bodies and lives. Moreover, because of the erasure of bodies from data governance discourses, this is allowed to happen without the substantial protections and accountability measures that typically attached to such decisions and activities in democratic countries in the pre-digital age.

In their current form, rather than providing greater autonomy and freedom to the people, data sovereignty claims in the Indian context, thus, seem to facilitate first and foremost greater control of the people by state and domestic private actors alike. For the people, if not the state, data sovereignty, for now, continues to remain a dream.


---

**Endnotes**

i Justice K. S. Puttaswamy (Retd.) and Anr. v. Union of India. WP (Civil) No 494 of 2012.

ii Available at https://www.indiabudget.gov.in/economicsurvey/.
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